NOTE OF ELEMENTARY ANALYSIS II

CHI-WAI LEUNG

1. RIEMANN INTEGRALS

Notation 1.1. .

(i) : All functions f, g, h... are bounded real valued functions defined on [a,b]. Andm < f <

M.
(ii) : P:a=u1z9 <z < .. <uzp=> denotes a partition on [a,b]; Azx; = x; — x;—1 and
||| = max Az;.

(iii) : M;(f,P) = sup{f(z) : v € [xi—1,zi}; mi(f,P) = inf{f(z) : v € [xi—1,2z:}. And
wl(fa ﬂ)) = Ml(fa ﬂ)) - ml(fv ?)

() : U(f,P):=> M;(f,P)Ax;; L(f,P) :== > mi(f,P)Ax;.

(v) : R(f,PA&Y) =30 f(&)Azi, where &§ € [mi—1, 23]

(vi) : Rla,b] is the class of all Riemann integral functions on [a,b].

Definition 1.2. We say that the Riemann sum R(f,P,{&}) converges to a number A as ||P|| —
0 if for any € > 0, there is § > 0 such that

[A=R(f, P, &)l <e
for any & € [zi—1, ;] whenever ||P|| < 4.

Theorem 1.3. f € Rla,b] if and only if for any ¢ > 0, there is a partition P such that

Lemma 1.4. f € R[a,b] if and only if for any e > 0, there is 6 > 0 such that U(f,P)—L(f,P) <
e whenever ||P|| < 0.

Proof. The converse follows from Theorem 1.3.

Assume that f is integrable over [a,b]. Let & > 0. Then there is a partition Q : a = yp <
.. <y =bon [a,b] such that U(f,Q) — L(f,Q) < . Now take 0 < § < ¢/l. Suppose that
Pra=xp<..<xy,=>with |P|| <. Then we have

U(f,P) - L(f,P)=1+1I
where
I = Z wi(f, fP)ALUZ,
2:QN(zi—1,7;)=0
and
QN (xi—1,2;)#£0
Notice that we have
I< U(f,Q) _L(f7Q) <e
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and
IT < (M —m) > Az; < (M —m)-1-
:QN(xi—1,7:) 70
The proof is finished. O
Theorem 1.5. f € R[a,b] if and only if the Riemann sum R(f,P,{&}) is convergent. In this

b
case, R(f, P, {&}) converges to / f(z)dx as ||P|| — 0.

%: (M —m)e.

Proof. For the proof (=) : we first note that we always have

and \
LD < [ flayde <U(1,9)

for any &; € [x;—1,x;] and for all partition P.
Now let € > 0. Lemma 1.4 gives § > 0 such that U(f,P) — L(f,P) < e as ||P|| < J. Then we
have

b
!/fmm—ﬂﬁﬁ&D<6

b
as ||P|| < 6. The necessary part is proved and R(f,P,{&}) converges to / f(z)dz.

For (<) : there exists a number A such that for any € > 0, there is ¢ > 0,awe have
A76<R(f7?a{£l}) <A+e

for any partition P with ||P|| < ¢ and §; € [xi—1, 2]
Now fix a partition P with ||P|| < §. Then for each [z;_1,z;], choose & € [xi_1,x;] such that
M;(f,P) —e < f(&). This implies that we have

U(f,iP)—s(b—a)ng(f,iP,{é’Z}) <A+e

So we have shown that for any € > 0, there is a partition P such that

s
(1.1) /f(x)deU(f,fP)§A+5(1+b—a).

By considering — f, note that the Riemann sum of — f will converge to —A. The inequality 1.1
will imply that for any € > 0, there is a partition P such that

b b
A5(1+ba)S/f(x)dxg/f(x)dx§A+e(1+ba).
The proof is finished. O

Theorem 1.6. Let f € Rlc,d] and let ¢ : [a,b] —> [c,d] be a strictly increasing C* function
with f(a) = c and f(b) = d.
Then f o ¢ € Ra,b], moreover, we have

d b
/fmmz/fWWMWt
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Proof. Let A = fcd f(x)dx. By Theorem 1.5, we need to show that for all £ > 0, there is § > 0
such that
[A =" F(6(&R)d (&) Dti| < &
for all & € [tx—1,tx] whenever Q:a =1ty < ... < tm = b with ||Q| < ¢.
Now let € > 0. Then by Lemma 1.4 and Theorem 1.5, there is §; > 0 such that

(1.2) A= flm)Dal < e
and
(1.3) > w(f,P) Ay < e

for all n € [xg—1,xx] whenever P : c =z < ... <z, = d with ||P| < 6;.

Now put = = ¢(t) for ¢ € [a,b].

Now since ¢ and ¢’ are continuous on [a, b], there is § > 0 such that |¢(t) — ¢(t')| < 61 and
|9/ (t) — @' (t')| < e for all t,t' infa,b] with |t —t'| < 4.

Now let Q:a =ty < ... < t, = b with ||Q]] <. If we put z, = ¢(t), then P:c =129 < .... <
ZTm = d is a partition on [c,d] with ||P|| < é; because ¢ is strictly increasing.

Note that the Mean Value Theorem implies that for each [ty_1,tx], there is & € (tx—1,1) such
that

Axy = d(tr) — Ptr—1) = ¢'(§) Dt
This yields that

(1.4) |Azy, — ¢ (&) Dtr| < ety

for any & € [ty—1,tx] for all k = 1,...,m because of the choice of 4.
Now for any & € [tx—1,tx], we have

|A =" F(B(E))S (€ At < TA =D F(S(E)S () At
(1.5) 1D F@ENG (€Dt — Y F(D(ERNS (Er) Dt
1Y FAENS () Atk — > F(D())D (G) At
Notice that inequality 1.2 implies that
[A =" FBENS (€0 Atk] = |A = F($(&0) D] < e.
Also, since we have |¢'(&) — qﬁ’(ﬁk ] <eforall k=1,..,m, we have
D SN (G0 At = Y F(BENS (E) Atel < M (b~ a)e

where |f(x)| < M for all z € [, d].
On the other hand, by using inequality 1.4 we have

|¢ (&) Aty| < Ay + Aty
for all k. This, together with inequality 1.3 imply that

)" F(B(E)S (&) At — D F(6(Er)) (&) Aty
<Y Wil P (&) At (- (&), (k) € [r—1, 7k])

<Y wi(f, P) Dy + eAty,)
<e42M(b—ae.
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Finally by inequality 1.5, we have
A=Y F(0(R) (&) Atr| < e+ M(b—a)e + &+ 2M(b— a)e.
The proof is finished. U

Example 1.7. Define (formally) an improper integral T'(s) ( called the T'-function) as follows:

o0
I'(s) := / 25 e dx
0
for s € R. Then T'(s) is convergent if and only if s > 0.

Proof. Put I(s) := fol 257 le™%dx and I1(s) := [[° 2 le ®dx. We first claim that the integral
II(s) is convergent for all s € R.
In fact, if we fix s € R, then we have
s—1
~_—o.

T—00 CI/Q

So there is M > 1 such that "zz;; <1 for all x > M. Thus we have

o0 oo
0< / e dx < / e %2 dy < 0.
M M

Therefore we need to show that the integral I(s) is convergent if and only if s > 0.
Note that for 0 < n < 1, we have

Uy Uy —Inn otherwise .

1

Thus the integral I(s) = lim 2 le™*dr is convergent if s > 0.
n—0+ n

Conversely, we also have

1 .
/1x8—1€—a:dl,>e—1/1$5—1dx: {63(1—778) if s —1# —1;
n n

—ellnn otherwise .

So if s <0, then fnl 5 le™®dzx is divergent as n — 0+. The result follows. O

2. UNIFORM CONVERGENCE OF A SEQUENCE OF DIFFERENTIABLE FUNCTIONS
Proposition 2.1. Let f, : (a,b) — R be a sequence of functions. Assume that it satisfies the
following conditions:

(i) : fo(x) point-wise converges to a function f(x) on (a,b);
(ii) : each f, is a C* function on (a,b);
(iii) : f — g uniformly on (a,b).
Then f is a C'-function on (a,b) with f' = g.
Proof. Fix ¢ € (a,b). Then for each x with ¢ < z < b (similarly, we can prove it in the same
way as a < x < ¢), the Fundamental Theorem of Calculus implies that

falz) = /I f'(t)dt.



Since f], — ¢ uniformly on (a,b), we see that

/Cx fLt)dt — /j g(t)dt.

This gives
(2.1) f@) = [ gt

for all z € (¢,b). On the other hand, g is continuous on (a,b) since each f} is continuous and
/I — g uniformly on (a,b). Equation 2.1 will tell us that f’ exists and f’ = g on (¢,b). The
proof is finished. ([l

Proposition 2.2. Let (f,) be a sequence of differentiable functions defined on (a,b). Assume
that

(i): there is a point ¢ € (a,b) such that lim f,(c) exists;

(i1): f], converges uniformly to a function g on (a,b).
Then

(a): fn converges uniformly to a function f on (a,b);

(b): f is differentiable on (a,b) and f' = g.

Proof. For Part (a), we will make use the Cauchy theorem.
Let € > 0. Then by the assumptions (7) and (i7), there is a positive integer N such that

|[fm(c) = fule)l <& and |fy,(2) — fo(z)| <e

for all m,n > N and for all z € (a,b). Now fix ¢ < z < b and m,n > N. To apply the Mean
Value Theorem for f,,, — f, on (¢, x), then there is a point £ between ¢ and x such that

(2.2) fn(@) = fn(z) = fm(c) = fulc) + (fru(€) — fa(E) (@ = c).
This implies that
[fm(2) = fu(@)] < [fim(c) = fu(O)] + [ (&) = fu(@)llz —c| <e+ (b—a)e
for all m,n > N and for all x € (¢,b). Similarly, when z € (a,c), we also have
[fm(2) = fa(2)] < e+ (b—a)e.
So Part (a) follows. Let f be the uniform limit of (f,,) on (a,b)

For Part (b), we fix u € (a,b). We are going to show

T—u T — U
Let € > 0. Since f, — f and f' — g both are uniformly convergent on (a,b). Then there is
N € N such that

(2.3) |[fm(@) — fu(@)] <e and |fj,(z) — fo(z)] <e
for all m,n > N and for all x € (a,b)
Note that for all m > N and x € (a,b) \ {u}, applying the Mean value Theorem for f,, — fy as
before, we have
fm(x) = fn(x) _ fn(u) — [N (u)

r—U r—Uu

+ (fr(&) = fn(8)
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for some & between u and =x.
So Eq.2.3 implies that

fm(x) = fm(u) (@) — fn(u)

(2:4) | T—u T —u [<e
for all m > N and for all = € (a,b) with x # u.
Taking m — oo in Eq.2.4, we have
‘f(ﬂz = Z(U) B fN(JZ - iN(u)‘ <
Hence we have
In(@) = fn(u)
<e+ |? — fa(u)]-
So if we can take § > 0 such that \W — fy(w)] < e for 0 < |z —u| < 4§, then we have
(2.5) TDZI ) <2

for 0 < |z —u| < §. On the other hand, by the choice of N, we have |f/, (y) — fx(y)| < e for all
y € (a,b) and m > N. So we have |g(u) — fy(u)| < e. This together with Eq.2.5 give

f@) — f(u
|M — g(u)| < 3¢
T —u
as 0 < |z —u| < 9, that is we have
T—u T — U
The proof is finished. O

Remark 2.3. The uniform convergence assumption of (f},) in Propositions 2.1 and 2.2 is es-
sential.

Example 2.4. Let f,(x) :=tan"'nx for x € (—1,1). Then we have
/2 if x > 0;
f(z) :=limtan ' nz = {0 if ¢ = 0;
n
—7/2 if x <0.
Also g(x) := lim,, f! (z) = lim,, 1/(1+n22?) =0 for all z € (—1,1). So Propositions 2.1 and 2.2
does not hold. Note that (f],) does not converge uniformly to g on (—1,1).
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